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```
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So, to recap, a random variable is a variable in a program that depends on a random process. For our purposes, we will assume they always take on natural number values.
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- The final exam is worth $100 \%$ of the grade.
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- No student will ever get below 20.
- Students are equally likely to get any score between 20 and 100.

What is the average grade in PVA 321?
We know scores between 20 and 100 are equally likely; so, let's say they each show up $k$ times.

Now, just using the definition of average, we get

$$
\frac{20 k+21 k+\cdots+100 k}{81 k}=\frac{1}{81}\left(\sum_{i=20}^{100} i\right)
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Consider the following expectations:

- $\mathbb{E}[1313]$
- $\mathbb{E}$ [getting HEADS on a coin flip]
- $\mathbb{E}$ [number of HEADS from a coin flip given that the flip is HEADS] What are they?

If 1313 is a r.v., then it must be the one that is always 1313 . So, $\mathbb{E}[1313]=1313$.

- THIS DOESN'T MAKE SENSE! We can only take the expectation of a r.v.-not an event!
- It's 1, because we're told the coin flip is HEADS
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Answer: $0.2 m+0.3 h+0.5 f$.
Remember our interpretation of these exams as random variables? What we're actually saying here is if $G$ is the r.v. for a PVA 323 student's course grade, and $M, H$, and $F$ are the obvious r.v.'s, then:

We know that $G=0.2 M+0.3 H+0.5 F$; so, we can conclude

$$
\mathbb{E}[G]=0.2 \mathbb{E}[M]+0.3 \mathbb{E}[H]+0.5 \mathbb{E}[F]
$$

This is incredibly powerful!
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Answer: $0.2 m+0.3 h+0.5 f$.
Remember our interpretation of these exams as random variables? What we're actually saying here is if $G$ is the r.v. for a PVA 323 student's course grade, and $M, H$, and $F$ are the obvious r.v.'s, then:

We know that $G=0.2 M+0.3 H+0.5 F$; so, we can conclude

$$
\mathbb{E}[G]=0.2 \mathbb{E}[M]+0.3 \mathbb{E}[H]+0.5 \mathbb{E}[F]
$$

This is incredibly powerful! To calculate the course average, we just added together other averages.
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They come up with Linearity of Expectation a lot!
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So, $\mathbb{E}[X]=\sum_{i=1}^{n} \mathbb{E}\left[X_{i}\right]=\sum_{i=1}^{n} 1 / n=1$ by Linearity of Expectation.
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$$

This can be very useful when calculating probabilities. It has an analog for expectation: Let $X$ be a r.v.

Definition (Law of Total Expectation)

$$
\mathbb{E}[X]=\mathbb{E}[X \mid A] \operatorname{Pr}(A)+\mathbb{E}[X \mid \bar{A}] \operatorname{Pr}(\bar{A})
$$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS.

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H})$
[The coin has bias $p$ ]
[If we get HEADS, we're done!]
[Linearity of Expectation]
[Simplifying]
[Solve for $\mathbb{E}[X]]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation]
[The coin has bias $p$ ] [If we get HEADS, we're done!] $=p+\mathbb{E}[X+1](1-p)$ $=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)$ $=1+(1-p) \mathbb{E}[X]$ [Linearity of Expectation] [Simplifying] [Solve for $\mathbb{E}[X]]$ * - Since we know we got TAILS once, we've flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}|X| H \mid=\mathbb{E}[X+1]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation]

$$
=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p)
$$

[The coin has bias $p$ ]
[If we get HEADS, we're done!]
$=p+\mathbb{E}[X+1](1-p)$
$=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)$
[Linearity of Expectation]
$=1+(1-p) \mathbb{E}[X]$
[Simplifying]
[Solve for $\mathbb{E}[X]]$ * - Since we know we got TAILS once, we've flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}|X| H \mid=\mathbb{E}[X+1]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation]

$$
=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad[\text { The coin has bias } p]
$$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p)
$$


[Linearity of Expectation] [Simplifying]

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation]

$$
=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad[\text { The coin has bias } p]
$$

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad \text { [If we get HEADS, we're done!] }
$$


$=1+(1-p) \mathbb{E}[X]$
[Simplifying]
[Solve for $\mathbb{E}[X]]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p]$
$=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [If we get HEADS, we're done!]

$$
=p+\mathbb{E}[X+1](1-p)
$$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]
$=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [If we get HEADS, we're done!]
$=p+\mathbb{E}[X+1](1-p) \quad[\star]$
[Linearity of Expectation]
[Simplifying]
[Solve for $\mathbb{E}[X]$ * - Since we know we got TAILS once, we've flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]
$=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [If we get HEADS, we're done!]
$=p+\mathbb{E}[X+1](1-p) \quad[\star]$
$=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)$
[Linearity of Expectation]
[Simplifying]
[Solve for $\mathbb{E}[X]$ ]
$\star$ - Since we know we got TAILS once, we ve flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$.

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]
$=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [If we get HEADS, we're done!]
$=p+\mathbb{E}[X+1](1-p) \quad[\star]$
$=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p) \quad$ [Linearity of Expectation]
[Simplifying]
[Solve for $\mathbb{E}[X]$ ] * - Since we know we got TAILS once, we've flipped I coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]
$=p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [If we get HEADS, we're done!]
$=p+\mathbb{E}[X+1](1-p) \quad[\star]$
$=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p) \quad$ [Linearity of Expectation]
$=1+(1-p) \mathbb{E}[X]$
[Simplifying]
[Solve for $\mathbb{E}[X]$ ] * - Since we know we got TAILS once, we've mipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$.

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p)
$$

[If we get HEADS, we're done!]

$$
=p+\mathbb{E}[X+1](1-p)
$$

[*]

$$
=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)
$$

[Linearity of Expectation]

$$
=1+(1-p) \mathbb{E}[X]
$$

[Simplifying]

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p)
$$

[If we get HEADS, we're done!]

$$
\begin{equation*}
=p+\mathbb{E}[X+1](1-p) \tag{*}
\end{equation*}
$$

$$
=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)
$$

[Linearity of Expectation]

$$
=1+(1-p) \mathbb{E}[X]
$$

[Simplifying]

$$
=\frac{1}{p}
$$

[Solve for $\mathbb{E}[X]]$ * - Since we know we got TAILS once, we've flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS. $\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad$ [Law of Total Expectation] $=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad$ [The coin has bias $p$ ]

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p)
$$

[If we get HEADS, we're done!]

$$
=p+\mathbb{E}[X+1](1-p)
$$

$$
=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)
$$

[Linearity of Expectation]

$$
=1+(1-p) \mathbb{E}[X]
$$

[Simplifying]

$$
=\frac{1}{p}
$$

[Solve for $\mathbb{E}[X]$ ]

*     - Since we know we got TAILS once, we ve flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$.

```
1 X = 1
2 while FlipCoin(p) != HEADS:
X X++
```

Let $X$ be the r.v. for how many loop iterations the code gets through.
Let $H$ be the event that the next coin flip comes up HEADS.

$$
\mathbb{E}[X]=\mathbb{E}[X \mid H] \operatorname{Pr}(H)+\mathbb{E}[X \mid \bar{H}] \operatorname{Pr}(\bar{H}) \quad \text { [Law of Total Expectation] }
$$

$$
=\mathbb{E}[X \mid H] p+\mathbb{E}[X \mid \bar{H}](1-p) \quad[\text { The coin has bias } p]
$$

$$
=p+\mathbb{E}[X \mid \bar{H}](1-p)
$$

[If we get HEADS, we're done!]

$$
=p+\mathbb{E}[X+1](1-p)
$$

$$
=p+\mathbb{E}[X](1-p)+\mathbb{E}[1](1-p)
$$

[Linearity of Expectation]

$$
=1+(1-p) \mathbb{E}[X]
$$

[Simplifying]

$$
=\frac{1}{p}
$$

[Solve for $\mathbb{E}[X]$ ]
$\star$ - Since we know we got TAILS once, we've flipped 1 coin. But ignoring that flip, we're at the same place we started at! So, $\mathbb{E}[X \mid \bar{H}]=\mathbb{E}[X+1]$.

